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4th June, 2021

To Whomsoever It May Concern

This is to certify that Muktha N has volunteered with Teach For India, a project under the Teach To Lead

Foundation from 5/1/2021 to 6/4/2021 for 90 hours.

They were of valuable support to our Fellows in Govind Nagar MPS, Mumbai. They have helped and

supported the Fellows in the classroom with academic work, co-curricular support, extra-curricular

support, increasing engagement.

We wish Muktha N all the best in their future endeavours.

For Teach For India

Kejal Shah

HR Manager - Mumbai

Teach To Lead
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This is to certify that Ravi Kashyap S N has volunteered with Teach For India, a project under the Teach To 

Lead Foundation from 5/1/2021 to 6/3/2021 for 90 hours. 

 
They were of valuable support to our Fellows in Govind Nagar MPS, Mumbai. They have helped and 

supported the Fellows in the classroom with academic work, co-curricular support, extra-curricular support, 

increasing engagement. 

We wish Ravi Kashyap S N all the best in their future endeavours. 

 For Teach For India 
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To Whomsoever It May Concern 
 
 
 

This is to certify that M Mohith has volunteered with Teach For India, a project under the Teach To Lead Foundation from 

5/1/2021 to 6/3/2021 for 60 hours. 

 
They were of valuable support to our Fellows in Govind Nagar MPS, Mumbai. They have helped and supported the Fellows 

in the classroom with academic work, co-curricular support, extra-curricular support, increasing engagement. 

 
We wish M Mohith all the best in their future endeavours.  

For Teach For India 

 

 
 
 

Kejal Shah 
 

HR Manager - Mumbai 
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To Whomsoever It May Concern

This is to certify that Sanjana Nayak has volunteered with Teach For India, a project under the Teach To

Lead Foundation from 5/1/2021 to 6/4/2021 for 60 hours.

They were of valuable support to our Fellows in Govind Nagar MPS, Mumbai. They have helped and

supported the Fellows in the classroom with academic work, co-curricular support, extra-curricular

support, increasing engagement.

We wish Sanjana Nayak all the best in their future endeavours.

For Teach For India

Kejal Shah

HR Manager - Mumbai

Teach To Lead
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To Whomsoever It May Concern

This is to certify that Siri Parameshwar has volunteered with Teach For India, a project under the Teach

To Lead Foundation from 5/1/2021 to 6/4/2021 for 90 hours.

They were of valuable support to our Fellows in Govind Nagar MPS, Mumbai. They have helped and

supported the Fellows in the classroom with academic work, co-curricular support, extra-curricular

support, increasing engagement.

We wish Siri Parameshwar all the best in their future endeavours.

For Teach For India

Kejal Shah

HR Manager - Mumbai

Teach To Lead
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To Whomsoever It May Concern

This is to certify that Vemana A. has volunteered with Teach For India, a project under the Teach To Lead

Foundation from 5/1/2021 to 6/3/2021 for 60 hours.

They were of valuable support to our Fellows in Govind Nagar MPS, Mumbai. They have helped and

supported the Fellows in the classroom with academic work, co-curricular support, extra-curricular

support, increasing engagement.

We wish Vemana A. all the best in their future endeavours.

For Teach For India

Kejal Shah

HR Manager - Mumbai

Teach To Lead
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To Whomsoever It May Concern

This is to certify that Gagan M has volunteered with Teach For India, a project under the Teach To Lead

Foundation from 5/1/2021 to 6/3/2021 for 60 hours.

They were of valuable support to our Fellows in Govind Nagar MPS, Mumbai. They have helped and

supported the Fellows in the classroom with academic work, co-curricular support, extra-curricular

support, increasing engagement.

We wish Gagan M all the best in their future endeavours.

For Teach For India

Kejal Shah

HR Manager - Mumbai

Teach To Lead
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To Whomsoever It May Concern

This is to certify that Karan R. Naik has volunteered with Teach For India, a project under the Teach To

Lead Foundation from 5/1/2021 to 6/3/2021 for 60 hours.

They were of valuable support to our Fellows in Govind Nagar MPS, Mumbai. They have helped and

supported the Fellows in the classroom with academic work, co-curricular support, extra-curricular

support, increasing engagement.

We wish Karan R. Naik all the best in their future endeavours.

For Teach For India

Kejal Shah

HR Manager - Mumbai

Teach To Lead
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To Whomsoever It May Concern

This is to certify that Aimaan Sharifa has volunteered with Teach For India, a project under the Teach To

Lead Foundation from 5/2/2021 to 6/3/2021 for 60 hours.

They were of valuable support to our Fellows in Govind Nagar MPS, Mumbai. They have helped and

supported the Fellows in the classroom with academic work, co-curricular support, extra-curricular

support, increasing engagement.

We wish Aimaan Sharifa all the best in their future endeavours.

For Teach For India

Kejal Shah

HR Manager - Mumbai

Teach To Lead
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To Whomsoever It May Concern 
 
 
 

This is to certify that Pavankumar Nilogall has volunteered with Teach For India, a project under the Teach To 
Lead Foundation from 5/3/2021 to 6/4/2021 for 60 hours. 

They were of valuable support to our Fellows in Govind Nagar MPS, Mumbai. They have helped and 

supported the Fellows In the classroom with academic work, co-curricular support, extra-curricular 

support, increasing engagement. 

We wish Pavankumar Nilogall all the best in their future endeavors. 

For Teach For India 

 
 

 
 
 

Kejal Shah 
 

HR Manager-Mumbai 
 

Teach To Lead 
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To Whomsoever It May Concern

This is to certify that Revanth Adiga K R has volunteered with Teach For India, a project under
the Teach To Lead Foundation from 5/3/2021 to 6/3/2021 for 90 hours.

They were of valuable support to our Fellows in Govind Nagar MPS, Mumbai. They have
helped and supported the Fellows in the classroom with academic work, co-curricular
support, extra-curricular support, increasing engagement.

We wish K R Revanth Adiga all the best in their future

endeavours. For Teach For India

Kejal Shah

HR Manager - Mumbai

Teach To Lead
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To Whomsoever It May Concern

This is to certify that Sri Krishna L has volunteered with Teach For India, a project under the Teach To Lead

Foundation from 5/3/2021 to 6/3/2021 for 60 hours.

They were of valuable support to our Fellows in Govind Nagar MPS, Mumbai. They have helped and

supported the Fellows in the classroom with academic work, co-curricular support, extra-curricular

support, increasing engagement.

We wish Sri Krishna L all the best in their future endeavours.

For Teach For India

Kejal Shah

HR Manager - Mumbai

Teach To Lead
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To Whomsoever It May Concern 

This is to certify that Vishak B K has volunteered with Teach For India, a project under the Teach To Lead 

Foundation from 5/3/2021 to 6/3/2021 for 60 hours.

They were of valuable support to our Fellows in Govind Nagar MPS, Mumbai. They have helped and 

supported the Fellows in the classroom with academic work, co-curricular support, extra-curricular 

Support, increasing engagement. 

We wish Vishak B K all the best in their future endeavours. 

For Teach For India 

Kejal Shah 

HR Manager Mumbai 

Teach To Lead 

Mumbai Head Office:
Godrej One, 2nd floor, Pirojshanagar, Eastern Express Highway, Vikhroli (East), Mumbai-400079, India. Tel: +91 22 25194283/25194284 
Registered Office:
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AI Based Feature Extraction Through Content 

Based Image Retrieval 

C. Gururaj1, ∗  and Satish Tunga2 
1Department of Electronics and Telecommunication, BMS College of Engineering, Bengaluru, India 

2Department of Electronics and Telecommunication, RIT, Bengaluru, India 

 
Therapeutic pictures are progressively being utilized inside human services for conclusion, 

arranging treatment, controlling treatment and checking sickness movement. In reality, helpful 

imaging prevalently shapes vague, missing, dubious, essential, clashing, dull restricting, contorted 

data additionally, information has a strong fundamental character. The proposed approach can be 

used to achieve the accuracy by using the artificial intelligence techniques wherein the disease 

level is identified by comparing it with the artificial intelligence data. The two fold merit of this 

system is it provides better accuracy and also determines all the possibilities of spreading of the 

disease including the various stages of the disease. This research work also represents new 

automated strategies of the division and arrangement of therapeutic pictures utilizing computerized 

reasoning, i.e., delicate processing strategies, data combination and particular area information. 

Promising out- comes demonstrate the predominance of the delicate processing and information 

based approach over best customary systems as far as division mistakes. The arrangement of 

various structures is made by executing rules obtained by both space literature and by medical 

experts. 

Keywords: Content Based Image Retrieval, Artificial Intelligence, Feature Extraction, Machine Learning. 

 

 

1. INTRODUCTION 
As a general approach, the appreciation of any photo 

incorporates the planning of features removed from the 

photo with pre-secured models. The formation of an 

anomalous state significant model requires the depiction of 

data about the articles to be illustrated, their associations, 

and how and when to use the information set away inside 

the model. Counterfeit consciousness has shown to yield 

promising results in automated picture dealing with and 

examination while missing, obscure or ruined data is open. 

Likewise, for biomedical picture examination the 

fundamental nature of data may adequately be moved 

nearer by implementing strategies for A.I.: Data dependent 

Frame- works, Master Frameworks, Choice Emotionally 

supportive networks, Neural Frameworks, Fluffy Rationale 

and Frameworks, NeuroFluffy Frameworks, 

Transformative and Innate Calculations, Information 

Mining, Learning Revelation, Semantic Nets, Symbolic 

Math for data depiction, et cetera. The data mix methods 

adequately clarify the aggregation of numerical and 

etymological information, and can adjust to faulty, 

uncertain, conflicting, basic, free and abundance 

 
 

∗ Author to whom correspondence should be addressed. 

 information, like that event in biomedical imaging space, 

remembering the ultimate objective to give a more correct 

and less unverifiable explanation. 

The process of querying similar images using an image 

as the input is termed as “Content Based Image Retrieval” 

(CBIR). According to Ref. [1], Content Based Image 

Retrieval (CBIR) methods utilize features like color, 

texture and shape to extract the image. The images are 

divided into several regions before the extraction of their 

features. The feature vector of each image in the database 

is com- pared with that of the query image and is labelled 

as positive if at least one of the regions is in close 

proximity with the features of the query image; else the 

image is designated as negative. This process of labelling 

the images as ‘positive’ or ‘negative’ is referred as 

Multiple-Instance Learning (MIL). 

In the present  human  administrations, imaging  accept 

a fundamental part all through the entire clinical process 

from diagnostics and treatment planning to careful 

philosophy and follow up considers. Since most imaging 

modalities have gone particularly progressed, with 

continually growing assurance, restorative picture taking 

care of necessities to go up against the challenges rising up 

out  of broad data volumes (I) remedial picture 

organization and 
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picture data mining, (ii) bio imaging, (iii) virtual reality in 

helpful discernments and (iv) neuroimaging. The specific 

enormous multifaceted nature in therapeutic imaging relies 

upon huge measures of data, tremendous learning bases, 

lack, imprecision, uproar, inconsistency in data and taking 

in (an unmistakable requirement for good models in 

various districts of remedy), abundance, distinctive 

strategies for considering, including subjective reasoning, 

heuristics, and subjective reasoning. The primary test in 

the medicinal picture preparing is to accomplish the 

precision of any malady, when the exactness of the 

ailment is nearly know it will be useful. 

 
2. LITERATURE REVIEW 
Figuring are requested by their essential methodologies, to 

be particular the ones in light of edges, the ones in 

perspective of collection frameworks and the ones in light    

of deformable models [2]. The continued going form is 

based on account of the raised examinations concerning 

the deformable models that have been done over the latest 

couple of decades. Average counts of every kind are dis- 

cussed and the rule considerations, application fields, 

central focuses and injuries of each sort are compacted. 

Tests that apply these estimations to divide the organs and 

tis- sues of the female pelvic pit are shown to furthermore 

lay- out their unmistakable qualities. Finally, the major 

decides that should be considered for arranging the 

division counts of the pelvic cavity are proposed. 

This Handbook [3] is relied upon to fill in as the 

principle reference point on picture and video getting 

ready, in the field, in the investigation look into office, and 

in   the classroom. Each part has been formed through 

correctly picked, perceived pros having some mastery in 

that subject ensuring that the best significance of 

cognizance be bestowed to the pursuer. Extension 

consolidates essential, widely appealing and pushed 

subjects and everything considered, this book serves 

correspondingly well as class- room course perusing as 

reference resource. 

Present a substance based picture recuperation system 

that sponsorships essential authority in clinical pathology 

[4]. The photo guided decision sincerely steady sys- tem 

discovers, recuperates, and demonstrates cases which 

show morphological profiles solid to the case being alluded 

to. It uses a photo database containing 261 digitized 

illustrations which have a place with three classes of 

lymph proliferative messes and a class of sound 

leukocytes. The faithful nature of the central module, the 

snappy shading partitioned, makes possible unsupervised 

on-line examination of the inquiry picture and extraction 

of the features   of premium: shape, an area, and surface of 

the centre. The nuclear shape is portrayed through 

equivalence invariant Fourier descriptors, while the 

surface examination relies upon a multi assurance 

synchronous autoregressive model. The structure 

execution was assessed through ten times

cross-endorsed course of action and differentiated and that 

of a human ace. 

This work [5] presents new automated methodologies of 

the division and game-plan of remedial pictures utilizing 

delicate enlisting systems (e.g., padded legitimization, 

neural structures, acquired figuring), data blend and 

particular space learning. Warm strategy for thinking goes 

about as a unified structure for tending to and preparing 

both numerical and delegate data (“hybridization”), and 

further- more fundamental data constituted essentially by 

spatial relationship in biomedical imaging. 

This work [6] segment includes the possibility of a 

cushy set, which deals with the depiction of classes whose 

breaking points are not precisely chosen. It uses a trade- 

mark work, taking characteristics as a general rule mean- 

while. It may moreover be a restricted or denumerable 

game plan of straightforwardly asked for levels. Together, 

feathery sets and credibility   theory   offer a structure to 

oversee predicates whose satisfaction include degree and 

with modalities imparting weakness well ordered. 

Credibility measures and need measures are non-added 

substance set limits; the past are max-decomposable for 

disjunction and the last are min-decomposable for con- 

junction. Fleecy sets can be deciphered in different ways. 

Content Based Image Retrieval (CBIR) [7] is the 

process of querying images from large databases using 

image content rather than metadata. The input to the CBIR 

may be a keywords or an image, and the query run is 

capable of acquiring images similar to the supplied input. 

CBIR is slowly expanding and is finding applications in 

several domains. The attractiveness of CBIR is that 

labelling large sets of images takes proportionate effort and 

time [8]. 

A system that can acquire related images without using 

these labels poses a striking solution. 

 
3. SYSTEM DESIGN AND IMPLEMENTATION 
This assignment represents new automated techniques for 

the division and depiction of medicinal pictures utilizing 

manufactured scholarly ability, i.e., touchy figuring 

structures (e.g., padded premise and hereditary 

estimations), data blend and particular domain learning. 

Padded defense goes about as an assembled system for 

tending to and preparing both numerical and emblematic 

data (“hybridization”) and besides basic data constituted 

for the most part by spatial relationship in biomedical 

imaging. The depiction of various biological structures is 

made by acknowledging orders obtained both by space 

creating and by helpful experts. Despite the way that the 

explained levelheadedness has been finished and enough 

utilized for demonstrate extracted in the region of 

therapeutic imaging, the sent frameworks are nonspecific 

and noteworthy to any function that can be depicted by 

known information and philological picture examination. 

The use of feathery reason and semantic learning for 

edge area and division of alluring resonation photos of the 
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Fig. 1. Overall system design. 

 
 

cerebrum showed the commonness of the learning based 

approach over best standard strategies as far as division 

bungles. The proposed system livelihoods: 

• A fleecy data based shape acknowledgment system; 

• A semantic net for addressing space learning; 

• Effective shape area by means of looking for of a perfect 

route between two known motivations behind the frame 

that upgrades a cost work, by strategies for an extensive- 

ness first outline look system known reasons for the shape 

that advances a cost work, by techniques for a broadness 

first chart look. 

• Picture division is a champion among the most crucial 

advances provoking the examination of mechanized 

pictures, its central goal being to isolate a photo into 

disjoint parts that have a strong association with articles or 

zones of this present reality. 

The compositional setup strategy is stressed over 

working up an essential thing system for a structure. It 

con- solidates seeing the certified parts of the framework 

and exchanges between these areas. The beginning plan 

arrangement of seeing these subsystems and working up a 

structure for subsystem control and correspondence is 

called advancement exhibiting format and the yield of this 

system approach is a portrayal of the thing fundamental 

orchestrating. The proposed outline for this system is as 

 

shown in Figure 1. It exhibits the way this structure is 

delineated and brief working of the system. 

Framework configuration describes the designing of the 

segments of a structure, for now the plan, units and 

portions, the particular intersections of those sections and 

the data that runs that system. It is done to fulfil the 

necessities and requirements of the structure in order to 

achieve the mindful and well performing structure. 

Illumination variations are handled using mean 

subtracted color planes. Each patch provides features such 

as color, texture, local gradient and morphology. Different 

methodologies such as Granulometry, Color histogram [9], 

Local Binary patterns (LBP), histogram of Laplacian of 

Gaussian (LoG) and Histogram of oriented Gradients 

(HoG) are used in the proposed technique. 

 

4. RESULTS 
The general structure of the proposed framework included 

three stages. The fundamental propel tends to the 

extraction of the basic highlights to depict every particular 

class from the named X-beam picture modalities. Second 

step included passing on the longing appear by utilizing 

the expelled highlights to arranging unmistakable machine 

learning (ML) systems. At last, the last advance included 

looking over the execution of every classifier by 

discovering the exactness of each class openly and 

moreover 
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Fig. 2. Extracting the regions. 

 
for the general framework want in light of the blueprint 

undertaking, it was proposed to bind the gave dataset into 

three parties (classes), in context of the survival time: 

(1) decisively survivors for under ten months, (2) mid- 

term survivors for a degree of  ten  to  fifteen  months,  

and (3) entire arrangement survivors for over fifteen 

months. 

Loading the data for region extraction from the menu of 

the load data for region extraction. The images of the brain 

tumour of various types are considered as the data input 

for the extraction of the region. In this the preloaded 

expert knowledge extracts the region of the tumour from 

the given data input. 

Figure 2 shows the process of extracting the region of 

the tumour from the menu of the extract region. This 

process of extraction is done by segmentation of the data 

input. It gives a boundary of the Tumour region where 

may be the tumour located. 

Figure 3 shows extracting the maximum likely hood 

region that is it extracts the similar data to the tumour 

image data to identify the region with accuracy. Extracting 

the maximum likely hood region is to compare the input 

tumour data to the similar region without 

 

Fig. 3. Extracting maximum likely hood region. 

Fig. 4. Detecting the tumour from the image. 

 
 

Fig. 5. Training image. 
 

 
tumour. This maximum likely hood region is preloaded by 

the expert knowledge for comparison. Figure 4 indicates 

the process of detecting the tumour from the image. 

Figure 5 indicates the training images are the 

possibilities of the spreading of the tumour in all the 

possible directions. There are around forty eight images in 

which all possibilities the tumour image can spread, this 

training images can help the user to identify the next stage 

of the tumour in which direction. Figure 6 indicates the RF 

 

 

Fig. 6. RF classifier image. 
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Gururaj and Tunga AI Based Feature Extraction Through Content Based Image Retrieval 
 

5. CONCLUSION 
Counterfeit consciousness has shown to yield promising 

results in automated picture dealing with and examination 

while missing, obscure or ruined data is open. Likewise, 

for biomedical picture examination the fundamental nature 

of data may adequately be moved nearer by implementing 

strategies for A.I.: Data dependent Frame- works, Master 

Frameworks, Choice Emotionally supportive networks, 

Neural Frameworks, Fluffy Rationale and Frameworks, 

NeuroFluffy Frameworks, Transformative and Innate 

Calculations, Information Mining, Learning Revelation, 

Semantic Nets, Symbolic Math for data depiction, et 

cetera. The data mix methods adequately clarify the 

aggregation of numerical and etymological information, 

and can adjust to faulty, uncertain, conflicting, basic, free 

and abundance information, like that event in biomedical 

imaging space, remembering the ultimate objective to give 

a more correct and less unverifiable explanation. The 

proposed approach can be used to achieve the accuracy by 

using the artificial intelligence techniques that is the dis- 

ease level can be identified by comparing with the artificial 

intelligence data with ease. Since it produces the accuracy 

and even in what all the possibilities of the spreading of 

the disease and the stage of the disease is also found. 
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Abstract — Age estimation from speech has recently received 

enormous interest for its plethora of applications such as 

personal voice assistants, user-profiling, targeted marketing, 

call-routing and criminal tracking. There is critical demand for 

a system that can estimate the age of the speaker quickly and 

accurately. In this paper we discuss the prediction of age group 

from speech features using a Multi-Layer Perceptron (MLP) 

architecture. Features like Mel Frequency Cepstral Coefficients 

(MFCC), formants, pitch, chroma values etc. are extracted from 

every speech sample and are then selected using Principal 

Component Analysis (PCA) and Redundant Feature 

Elimination (RFE) techniques. The training and testing are done 

on a repository from the Mozilla Speech database called 

Common Voice, consisting of around seventy-five thousand 

speech samples from different age groups. The implemented 

model gave us a training accuracy of 87.59% and testing 

accuracy of 85.68%. We have explained the approaches used in 

the existing solutions and their drawbacks. Having compared 

the performance from state-of-the-art solutions on this dataset, 

we have shown that our proposed model provides enhanced age 

group classification accuracy. 

 

Keywords— Age Prediction, MLP, PCA, RFE, Common Voice 

 

I. INTRODUCTION 

Age prediction finds a wide range of use cases in modern 
human voice interaction systems. Some of its applications 
include personalized accessories and product suggestions, 
music and  video recommendations, setting up a smart 
home, minimizing the search for a suspect in a large 
criminal’s database and to obtain statistics of large 
population using age groups analysis.  

 Age prediction using speech features is very 
challenging due to the scarcity of labelled dataset to 
analyse and study.The intra speaker variations in pitch, 
formants, temper, mood and context also adds to the 
complexity in predicting the age group accurately. Several 
algorithms have been implemented to predict users age 
using image processing but minimal progress has been 
made in predicting age using only voice analysis. 

II. PRIOR WORK 

A. Related Works 

 There are two major approaches in age prediction, 
namely- age estimation and age classification. Regression 
based methods are used in age estimation using i-vectors 
[1]. Even though i-vectors show significance performance 
of age estimation, the method is highly susceptible for 
variation of utterance duration [2]. Specifically, the 
method shows performance degradation as the utterances 
length decreases especially for samples shorter than 20 
seconds. Analysing effect of language change between 
train and test datasets also shows decrease in performance 
of the age estimation system. Moreover, i-vectors are 
computed using a point-estimate that has a very large variance 
when the amount of data used to compute it decreases and 
quickly degrades its robustness. 

 GMM-HMM models have also been used to predict age 
groups using speech features [3]. When the dataset is divided 
into 4 age groups (children, young, middle, and senior), the 
accuracy is found to be good. But when the age groups are 
increased, the performance of the GMM-HMM model 
significantly decreases. 

 Many other classifications models have also been used to 
predict age groups using voice features [4]. The results 
obtained from analysis of pitch relation to age shows that pitch 
value decreases with age. Factors that limits the recognition 
system is the inability to identify features that are sensitive and 
strong enough to accommodate differences in speaker 
articulation, prosody variations and differences in sound 
channels across all age groups [5]. 

 

B. Motivations and Goal 

 To solve the above-mentioned challenges, in this paper, 
we elaborate our approach of building an age classification 
system by using MFCC features [6], along with other 
important voice features like Fundamental Frequency, 
Spectral Energy Coefficients, Spectral Centroids in each 
frame, , Interquartile Ranges etc. as mentioned in [7]. To 
identify key features from the above extracted set, we have 
used PCA and RFE techniques. To learn these features for age 



group classification, we have used an MLP model. By adding 
novelty in steps such as pre-processing, feature selection using 
PCA and hyper parameter tuning in the MLP architecture, we 
are able to achieve higher accuracy scores than the currently 
existing state of the art solutions.  

 The rest of this paper is organized as follows; Section III 
describes the methodology of the proposed age prediction 
system; Section IV discusses the results and finally the paper 
is concluded in Section V. 

 

 

III. METHODOLOGY 

 This section deals with the overall methodology used in 
the proposed age prediction system. Fig.1 shows the block 
diagram, which depicts the various stages involved in the 
proposed age prediction model using speech features. 

 

Fig. 1. Block diagram of the proposed age prediction system 

 

 

A. Database 

We have used the data from Mozilla Speech Database 
called as Common Voice dataset [8]. It is consisting of 
around seventy-five thousand speech samples from 
different age groups, genders (male, female and other) 
from various geographical areas, with unique lingual 
dialects and accents. This dataset is widely used for 
Automatic Speech Recognition (ASR) systems. The age 
group labels in the corpus are - teens (<19), twenties (19-
29), thirties (30-39), forties (40-49), fifties (50-59), 
sixties (60 -69), seventies (70-79) and eighties (80-89). 
These labels were One-hot encoded to convert them from 
categorical type variable to integer values, for the 
purpose of model training. 

 Fig. 2 shows the dataset distribution. Prior art solution 
[3] has used 4 categories (Child, Young, Middle and 
Senior) with GMM-HMM model approach. However, its 
accuracy is found to be less with expansion to 8 age 
groups due to lesser available labelled data for seventies 
and eighties age groups. By using MLP, with our 
proposed processing steps, we are able to get better 
accuracy results for all the age groups. 

 

 

 
Fig. 2. Histogram of voice samples in different age groups 

 

B. Pre Processing 

From the Common Voice repository, only filename and 
age of the speaker labels are used. Other labels such as gender, 
spoken text and sample ID were removed. Data cleaning was 
done to reduce feature dimensions and prevent overfitting. 

 

C. Features Extraction and Selection 

Following the pre-processing stage, we moved on to 
feature extraction from the accumulated samples. Open- 
source python libraries like Pyaudioanalysis and Librosa were 
used to extract features from the audio samples. Features like 
Mel Frequency Cepstral Coefficients (MFCC), spectral 
centroid, zero- crossing rate, entropy, roll off, flux and chroma 
values of the signal were extracted at discrete instances of 
time. The Sampling rate was set to 22 kHz and Hamming 
window was used with a time frame of 20 ms and 50% signal 
overlap. Since each audio feature is extracted at a particular 
instant of time, we compute them in intervals and take the 
mean, median, standard deviation, minimum and maximum 
values from the features extracted. All these parameters are 
extracted because MFCC’s alone cannot determine the 
uniqueness of a person’s vocal tract system [9], correlating it 
with their age group. The script extracts 34 audio features and 
with the 5 statistics taken, a total of 170 features were extracted 
from each audio sample.  

When the model was trained with all the 170 extracted 
features, the model over fitted to the test dataset and produced 
an accuracy score of 78%. To avoid overfitting, feature space 
dimensionality is needed to be reduced by eliminating 
unweighted vectors from the feature set. To reduce the feature 
set dimension, we used L1 regularization with Principal 
Component Analysis (PCA) [10] and Redundant Feature 
Elimination (RFE) techniques [11]. 

���� = �����(�, � ) +  " ∑ |$%|
&
%'*  (1) 

Equation (1) represents the loss function for L1 
regularization, with y being target labels, �  as predicted label, 
w the weights and λ the regularization parameter. Gradient 
descent was used to obtain a global minima of the cost 
function using a learning rate of 0.01.  



With the PCA algorithm scores, each feature is assigned a 
value based on their Eigen vector magnitudes, calculated from 
the respective covariance matrices. With a suitable threshold 
score, a total of 88 features were selected for training. 

 

Fig. 3. Normalized feature selection scores 

 From Fig.3, we can see that the MFCC coefficients are 
among the most contributing features. This is because the 
envelope of time power spectrum of a speech signal is 
representative of a person’s vocal tract and MFCC accurately 
represents this envelope. Along with this, the chroma values, 
spectral energy, entropy and other selected features 
complement MFCC in representing the complete human 
speech system, thus helping distinguish between voice 
samples from people of different age groups. 

 

D. Modelling 

With the selected features, different models like XGBoost, 
SVM, Random forest, GMM-HMM and MLP classifiers 
were modelled on the same train and test dataset. On analysing 
the speech detection performance of each of the model, it is 
found that the MLP produces the highest training and testing 
accuracy scores [12]. MLP refers to a typical artificial neural 
network, best described as a network of logistic regression 
units, in which each feature is assigned a random weight and 
bias term. The output can be described using a sigmoid 
function, shown in (2). 

   - =  
*

*. /0(1234)
            (2) 

 In (2), ‘a’ represents the bias term, ‘b’ represents weight 

vector (with dimensions 1 x D where ‘D’ is the number of 
features, 88 in our case), ‘X’ represents the vector of samples 
(with dimensions D x N where ‘N’ is the number of samples 
in the training set, which is approximately 75,000). 

Table 1 gives a summary of the implemented MLP 
architecture. The MLP model was implemented with an input 
layer having nodes equal to the number of selected features (88) 
and an output layer equal to the number of predictable age 
group bins (8). The first, second, third and fourth hidden layers 
have 256, 1024, 1024 and 256 neurons respectively [13]. Since 
there are a substantial number of layers and neurons, we needed 
a high-performance computer to run backpropagation 
repeatedly in all the layers [14] and hence used the Google 
Colaboratory for computation. 

 

TABLE I. MLP ARCHITECTURE 

Layer 

number 
Layer type Number of neurons 

1 Input layer 88 

2 
Hidden layer 1 
(With dropout) 

256 

3 Hidden layer 2 1024 

4 
Hidden layer 3 
(With dropout) 

1024 

5 Hidden layer 4 256 

6 Output layer 8 

 

 The neural network consists of 1 input, 1 output and 4 
hidden layers. An experimentation was done with various 
hidden layer units to decide upon the final size of the model 
as shown in Fig. 4. 

 

Fig.4. Effect of number of layers on accuracy 

 From Fig.5 and Table 1, we see that the input and output 
layers have 88 and 8 neurons respectively. Further increase in 
number of neurons in each hidden layer will lead to model 
over fitting and drastic increase in algorithm run time. 

Fig.5. Effect of number of neurons on accuracy 



E. Training the Classifier 

About 90% of samples from the dataset was used for 

training the models. Due to the large number of training 

samples, layers and neurons in the MLP, we used the Google 

Colaboratory GPUs to run the training. Dropouts were also 

included in the first and third layers to impart robustness in 

learning and prevent co-dependency between layers. 

 

 

Fig.6. Classification accuracies with various Optimizer functions 

 

Fig.6 shows the comparison of classification accuracies 

with various optimizer functions used in the neural network 

[15]. Based on comparison results, Adam Optimizer was 

chosen over classical stochastic gradient descent procedure to 

update network weights iteratively based on training data. 

Also, Adam Optimizer maintains a per parameter learning 

rate that improves performance on problems with sparse 

gradients and reaps the benefits of both AdaGrad and 

RMSProp algorithms, which is very apt for this application 

 

Fig.7. Accuracy of classification with respect to activation functions 

‘ReLu’ was chosen as the activation function as it is linear 

for all positive values and zero for all negative values [16]. It 

converges quickly and does not have the vanishing gradient 

problem suffered by other activation functions like tanh or 

sigmoid [17]. It is sparsely activated and since ReLu is zero 

for negative inputs, it gives a true zero value for the positive 

range and delivers the best performance as shown in Fig.7 

 

It was observed that a dropout value [15] of 0.2 results in 

the highest accuracy value as shown in Fig.8. This happens 

as the layer contribution to activation of downstream neurons 

is temporally removed on the forward pass and any weight 

updates are not applied to the neuron on the backward pass. 

Hence, the network becomes sparse and less sensitive to 

specific weights of neurons, which in turn results in a network 

that is capable of better generalization and less likely to 

overfit the training data [18]. Along with the MLP, other 

models like SVM, Random forest, GHMM and XGBoost 

classifiers were also trained on the same dataset to compare 

prediction accuracies 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.8. Accuracy of classification with respect to dropout values 

F. Testing Phase 

A subset of 10% of the Common Voice repository was 

used as the test dataset. Feature extraction was done for all 

test samples and with the selected features, it was fed into the 

saved model for prediction. A confusion matrix was created 

based predicted and true labels to analyze the performance of 

the selected model. Live samples were also taken to evaluate 

the prediction accuracy and algorithm run time. 

 

IV. RESULTS 

 In this section we discuss the results of our model and 
compare it with other classifiers, tested on the same dataset. 
Table II shows various evaluation metric scores with respect 
to different age groups for the selected MLP model. We can 
observe from the below table that the Precision, Recall and F1 
scores are relatively high for all the age groups except for 
eighties because of the low number of available labelled data 
compared to other groups. 

TABLE II. EVALUATION METRIC SCORES 

Age group Precision Recall F1-Score 

Teens 0.82 0.73 0.77 

Twenties 0.80 0.84 0.82 

Thirties 0.81 0.79 0.80 

Forties 0.79 0.78 0.79 

Fifties 0.87 0.87 0.87 

Sixties 0.92 0.91 0.91 

Seventies 0.86 0.86 0.86 

Eighties 0.75 0.60 0.67 

Micro Avg. 0.82 0.82 0.82 

Macro Avg. 0.83 0.80 0.81 

Weighted Avg. 0.82 0.82 0.82 



 Fig.9 below shows the normalized confusion matrix 
obtained from the test dataset. The age groups between 
twenties and eighties have really high precision score, evident 
from Table II and confusion matrix. The slightly lower scores 
obtained for the age groups of teens and eighties is due to the 
very low number of available labelled speech samples. With 
the hyperparameter tuning, we have obtained an average 
classification accuracy of 87.59% using the MLP based 
model. To further improve the model accuracy, even more 
labelled voice samples will be needed for training and testing. 

 

 

Fig.9. Normalized confusion matrix 

 

 Fig.10 below shows the comparison of classification 
accuracy with respect to other models, all trained and 
tested on the same dataset as mentioned in section D. 
We can observe that the MLP has highest accuracy score 
among all and is at least 2.6% more than the state of the 
art GMM-HMM [3] based model. Our proposed MLP 
model with variety of speech features learns all age 
groups, and provides accuracy of 87.59%. 

 

 

Fig.10 Comparison of different classifier accuracies 

 

 

 

V. CONCLUSION 

 In this paper, the performance and characteristics of 
a Multi-Layer Perceptron model has been explored in 
predicting the age group of a speaker. With feature 
selection and hyperparameter tuning, the prediction 
accuracy achieved with MLP shows its superiority over 
other classification algorithms like SVM, Random 
forest, XGBoost and Gaussian HMM classifiers. Very 
good performance metric scores have been obtained with 
eight age categories, which is an improvement over 
existing solutions in papers [1,2] with i-vectors and paper 
[3] with GMM-HMM on the same dataset. It is also 
observed that the proposed model has higher immunity 
towards language mismatch between training and test 
dataset and also performs significantly better for shorter 
utterance length data compared to existing solutions. 
Hence, we can conclude that the proposed age group 
prediction from speech features using an MLP model has 
the best performance for Common Voice Dataset with 
eight age groups.  

 An experiment on analysing the accuracy of the 
proposed model to be conducted in multi-speaker 
environment. In such cases, the age group prediction 
accuracy can further be evaluated by means of 
implementing speaker separation techniques using deep 
learning [19] in the pre-processing stage so as to enhance 
model performance. The model accuracy is estimated to 
improve further by performing voice activity detection [20] 
and removing silent pauses in all the sample data so as to 
capture only the necessary speech required for age prediction. 
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Internship Program on  under the supervision of Dr. Rachana S. Akki, during 5 Aug Macroelectronics

– 5 Sept 2020 (4 weeks).  This Internship Program is technically supported by M/s Hind High Vacuum 

Pvt. Ltd., Bengaluru.

Title of the Project: Design and Simulation of Biosensor using COMSOL Multiphysics

Dr. K.N.Subramanya
Principal, RVCE

Dr. M.Uttarakumari
Co-ordinator

Dr. M.G.Sreenivasan 
Technical Manager R&D

Hind High Vacuum Pvt. Ltd.



ANJALI BHARDWAJ

CONTENT WRITING INTERNSHIP

has  successful ly  completed

 at  MavCure  f rom  25th  July  20  to  31st  August  20

We  the  undersigned  do  hereby  proudly  present  this  Cert i f icate  of

Internship  for  the  outstanding  honorable  effort .

MRS.USHA
PANIGRAHI

CEO,MAVCURE

MR.JIGNESH
CHAUDHARI

Editor In Chief

NUITOM TECHNOLOGY PVT LTD







ANJALI BHARDWAJ

CONTENT WRITING INTERNSHIP

has  successful ly  completed

 at  MavCure  f rom  25th  July  20  to  31st  August  20

We  the  undersigned  do  hereby  proudly  present  this  Cert i f icate  of

Internship  for  the  outstanding  honorable  effort .

MRS.USHA
PANIGRAHI

CEO,MAVCURE

MR.JIGNESH
CHAUDHARI

Editor In Chief

NUITOM TECHNOLOGY PVT LTD



   

This is to certify that Anjali Bhardwaj has successfully completed an internship (from 
02/11/2020-02/12/2020) for the profile of content writing from Express Event Station LLP. 
During this period, she was found to be hardworking, dedicated and punctual. 

We wish her success in life

Ashish Singh
Co-founder
Express Event Station LLP
                                                                                               Reference Id-EES/2020/02/12

CERTIFICATE OF INTERNSHIP

EXPRESS EVENT STATION LLP

                                                  



SINME INDIAN INSTITUTE OF MANAGEMENT
BANGALORE

Ref: IIMB/HR/Strategy Date: July 15, 2021 

TO WHOMSOEVER IT MAY CONCERN 

This is to certify that Ms. Apoorva S was engaged as an Intern from March 01, 2021 to July 15, 2021 in 

Strategy Area under the guidance of Prof. Deepak Chandrashekar. 

During the period of Internship, she worked with great zeal, commitment and bears good conduct. 

We wish Ms. Apoorva S all the best in her future endeavors. 

Sincerely, 

For Indian Institute of Management Bangalore 

Shivakumar Venkateswaran 
Chief Human Resources Officer

CC: 
Intern File 

qTEtr er ere7 tirg, T*g ds, tiqr-560 076,tra Indian Institute of Management Bangalore, Bannerghata Road, Bengalunu - 560076. India 

T 080-2658 2450 F 080 2658 4050 www.imb.ac.in 



CERT IF ICATE  OF  COMPLET ION

THIS  IS  PRESENTED  TO

ANJALI BHARDWAJ
for  completing  Digital  Marketing  Virtual  Internship  from  

22nd  December ,2018  to  20th  January ,2019  at  webnovidya .com .

 

The  main  objective  of  the  internship  was  to  organically  market  our  services  across  all  the  social  

media  platforms .  We  honor  and  recognize  the  great  performance  shown  by  the  candidate .

SHIVAM VERMA
FOUNDER

To verify the authenticity of this certificate mail us with UCRN at corporate_relations@webnovidya.comUCRN - HRD-2018-WVIP014

shivamV.



Karmat Alfikr Trading Est. 
C.R:3550035697 

VAT : 301269457100003 
Sc,enhfic 8, (\ lodical Div. 
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Date: 
: c\J.;WI 

March 31 .202 1. 

To whomsoever it may concern 

SUBJECT: INTERNSHIP OF ABDULLAH NAYAZ AHMED 

This is to cert ify that above said student of Instrumentation Engineering has 

underwent internship in our company. This is as per our policy to build 

confindence in young fresh graduates to work arm-in-arm with our high ly efficient 

and technically ski llful technical staff. 

He has been shown how various instruments are sold, installed, commissioned 

and demonstrated to our Customers through our departments like Sales, 

Marketing and Ma intenance during the period between Jan 15to March 31,2021. 

He has worked with our Sales and Techn ica l personnel both in office and with our 

Customers ( use rs of Analyt ical Instruments li ke GCs, LCs. GCMS, LCMS, AAS, UV, 

FTIR and general lab equipments like Ba lance, ovens, Circulating baths etc .. . ). 

This exposure must have increased his abi li ty and the drive required to meet h~ 

future cha llenges. 
"

4
/ 

We found his conduct to be good and attent ive in learning. 

We wish him good for his -fu ture. 

Thanking you, 

Sincerely Yours. 

J1;,} 
___..--: 

NA L LAFI 

General Manager 

sales@kamatallikr.com www.kamalaffikr.com 

•H_£E ,t"f f( :lJ.11-=}lQl] - l/fj( 9.l.JJ..!.4JJ - V/Y) w. ' - . · .. - .. -

Kingdom of Saudi Arabia _ Riyadh _ p OB . ' lP . t.r->l!..JJl - Cl.J.::iC),SUlJ.)/ ClJ.V_.s;u / a ') l1JCL!J 

ox. 7166 • Postal cooe: 11462 - Telefax: 011 4403332 







                                                                                                                                                                                      

 
Regd. & Corporate Office: Bharat Sanchar Bhavan, H.C Mathur Lane, Janpath, New Delhi-110001. 

Corporate Identity Number (CIN): U74899DL2000GOI107739 

Website: www.bsnl.co.in & www.rttcmysore.bsnl.co.in 
 

BHARAT SANCHAR NIGAM LIMITED 
(A Govt. of India Enterprise) 

Regional Telecom Training Centre 
(National Level Training Centre of BSNL) 

T.K Layout, Mysuru - 570009. 
 

  

 

This is to certify that Mr./Ms. Keerthana M , student of 
B.M.S. College of Engineering, Bengaluru has undergone Four Weeks 
Online Internship on Trends in Telecom Technology at RTTC, Mysuru 
from 06-07-2020 to 01-08-2020. 
 
 
 
    
Date: 01-08-2020.           
Place: Mysuru.  

 
Certificate Number: RMYPrWB632-2020-44910003

 

Sunil B Karning 
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Date:30th October 2020

Certificate of Internship

To: Whomsoever it may Concern

This is to certify that Nitish Kumar Singh S/O Mr. Shri Bhagwat Singh doing B.E.
Electronics and Instrumentation from BMS College of Engineering, Bangalore has
successfully completed his internship at The Campus Connect from 27th August to 27th
October 2020.

He was competent and worked towards building a healthier workspace as well as
complacent about his peers.

Department: HR and Operations

We wish him success in all his endeavors.

Thank You

Nishant Sharma
Founder
The Campus Connect

117, Aspen Greens, Nirvana Country, Sector 50,
Gurgaon, Haryana, India-122018

Contact Us :
91-7011467622
gylf@thecampusconnect.com



 

   
 

 

DATE                     :                      October 4, 2020 

REF                         :                      CER/SEPT/LP/395 
 
 
  

CERTIFICATE OF INTERNSHIP COMPLETION 

 

 

This is to certify that Mr/Ms. NITISH KUMAR SINGH, has successfully completed the 

internship/live project at MedTourEasy from 01/09/2020 to 28/09/2020. 
 

During this period NITISH KUMAR SINGH had experienced the hands on working of a 

Business Analyst Professional and worked under the supervision of project mentor & 

developed the project entitled “Creating Dashboard in Power BI”. 
 

NITISH KUMAR SINGH was found hardworking, punctual and inquisitive, during the 

tenure of internship. 
 

We wish NITISH KUMAR SINGH every success in career. 
 

 

 

For MedTourEasy 

 

Ankit Hasija 

Training Head 

 

 

 



 
 

 

 

 

Certificate   of   Completion 

 

 

This is to certify that Nitish Kumar Singh has successfully completed internship at 

GetBoarded Technologies from 24th September 2020 to 24th December 2020 functioning as Web 

Analytics Intern under the direct oversight of our mentors. 

 

 

Shivam Dhawan 





 

 

 

 

 

Robert Bosch Engineering and 

Business Solutions Private 

Limited - (CIN: 

U72400KA1997PTC023164) 

123, Industrial Layout, 

Hosur Road, Koramangala 

Bengaluru 560095 INDIA 

Tel +91 80 6657-5757 

Fax +91 80 6657-1404 

www.bosch-india-software.com 

 

 
  

 
 
 
 
 
 

                   LETTER OF REFERENCE 
 
 
 
 
  
 
                                                           
                                                Internship Completion Certificate 
 
     
                         Date: 06.07.2021       
 

This is to certify that Sindhuja V (E.No. 33960740) from BMSCE has carried out an internship on 

“Emulating a Device Based on BLE Aspects” from 18.03.2021 to 25.06.2021 under the guidance of 

Chandrima Sarkar (MS/EVV4-XC). 

 

We appreciate your valuable contribution and wish you success in your future endeavours. 

                Robert Bosch Engineering and Business Solutions Private Limited. 

 
 
 
 
 
 
                                                                                                                       Bharath Kakaiah 
                                                                                                                      Human Resources 
                                                                                                                                 RBEI 
 
 
 
 

 

Sindhuja V
Date: 13.07.2021

pki, BOSCH, APAC, 
B, H, 
Bharath.Kakaiah

Digitally signed by pki, BOSCH, 
APAC, B, H, Bharath.Kakaiah 
Date: 2021.07.06 17:19:19 
+05'30'
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Sabre Travel Technologies Pvt. Ltd.                                                            Tel: +91 8041888888 
Units 1 & 2, Level 2, Navigator Building, ITPB                                                                Fax: +91 80 41888980              

Whitefield Main Road, Bangalore – 560066                                                                        Email:sabre.blr@sabre.com                                                        

India                                                                                                                                        WWW.sabre.com               

CIN: U72900KA2004PTC035134 

 13 January 2021 

Anubhaw Choudhary 
 
Dear Anubhaw, 

Congratulations! On behalf of Sabre, I am pleased to extend to you this offer of temporary employment 
as an Associate Intern. On acceptance, your internship will begin on 1 February 2021 and end on 31 

August 2021 
 
You are entitled for monthly stipend of INR 30,000/- (statutory deductions are applicable), payable at the 

end of each month. 

During your internship, you may have access to confidential business information belonging to the 

Company. By accepting this internship, you acknowledge that you must keep all this information strictly 

confidential and refrain from using it for your own purposes or from disclosing it to anyone outside the 

Company.  

You are expected to observe all policies and practices governing the conduct of our business and 

employees, including our policies prohibiting discrimination and harassment.  

Upon conclusion of your internship, you will immediately return to the Company all its property, 

equipment and documents, including electronically stored information. 

I hope that your association with the Company will be successful and rewarding. Please indicate your 

acceptance of this offer by signing below and returning a copy to the HR team.  

If you have any questions, please reach out to the HR team. 

For and on behalf of Sabre Travel Technologies Private Limited 

 

 
Aloysius Vijay, Sr Manager Talent Acquisition   

 

Candidate Acceptance Signature:  

Date: 13/01/2021
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           Certificate from the Company 

 



none

Survey No. 96 & 97, Boganahalli Village,

Survey No. 72/2 & 72/5, Doddakannahalli Village,

Varthur Hobli, Bengaluru 560 103

Tel        : +91 80 2658 8360

Fax No : +91 80 2658 4750

CIN No : U72200KA1994FTC016379

HTS-Communication@honeywell.com

www.honeywell.com

Rithika Shivakumar
H437029

For any verification on the above details, please email Hrhelp@honeywell.com

Manisha Goel
Director HR

Honeywell Technology Solutions Lab Pvt. Ltd.

For Honeywell Technology Solutions Lab Pvt. Ltd.,

The employee conduct was observed as good and has completed all tasks assigned with satisfactorily. We wish 
you good luck in all your future endeavors.

TO WHOMEVER IT MAY CONCERN

Subject - Project Completion Certificate

14 July 2021

This is to certify that Rithika Shivakumar worked with us as Intern Bachelors Software Eng at Honeywell 
Technology Solutions Lab Pvt. Ltd. from 01 February 2021 to 30 June 2021  in the project titled: 

Automation of Data Imports monitoring
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1. Offer Letter 
 

 



 CERTIFICATE FROM THE COMPANY




3 | P a g e  
 

 

CERTIFICATE FROM THE COMPANY 

 

 

 

 



                                                                                                                
                                                                                                                                                                                         

    
  
Honeywell Technology 
Solutions Lab Pvt. Ltd.  
CIN: 
U72200KA1994FTC0163
79  
Survey no. 19/2, 
Devarabisanahalli 
village,                                                                                                                 
Vathur Hobli, Bengaluru 
East Taluk Bengaluru-
560 103, INDIA.  
Website: 
www.honeywell.com         
  
  
27 January 2021  
“The Placement Office”  
BMS College of Engineering 
 Bull Temple Road  
Basavanagudi  
Bangalore- 560019 

  
Dear Placement Officer,  

Subject: Project Work  
  
  
We are pleased to inform that Ms. Urmika Kasi from your institute has been selected 
for pursuing project work with us.  
  
The project would begin from 1st February, 21 to 31st July, 21. The intern is expected 
to complete the project within the duration. Project completion certificate will be issued 
only on completion of the project.  
  
The intern is expected to complete the project within the duration. Project completion 
certificate will be issued only on completion of the project.  
  
The letter is only valid for the said duration and does not guarantee employment with 
Honeywell Technology Solutions Lab Pvt. Ltd. The trainee may be deputed to any 
part of India, as we deem appropriate. During this period the trainee would be paid 
stipend for an amount of INR 25,000/-, to take care of all incidental expenses. We will 
pay this amount by cheque/online Transfer.   
  
During this time frame the trainee would interact with Remya Aravindan- IT Manager 
from our Bangalore office.   
  
  
Yours Sincerely,  
    
Honeywell Technology 
Solutions Lab Pvt. Ltd.  



 
 

 

 

 

June 18, 2021 
 
 
 
 

TO WHOMSOEVER IT MAY CONCERN 
 

This is to certify that Vaishnavi Sinha was working with us from February 03, 2021 to June 
18, 2021 as Intern. 

 
During this tenure, she conducted herself well and was found to be very sincere. We wish 
her the very best in her future endeavors. 
 

                                    She worked on the project Salesforce Event Monitoring. 
 
 

for Akamai Technologies India Pvt Ltd. 

 

Sunil Nanaiah MB  

Manager - HR Operations 

 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Augusta Building, 8/1, 8/4 Embassy Golf Links Business Park, Domlur, Intermediate Ring Road, Bengaluru, Karnataka 560071.  
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Ref.:LTTS/HR/ET/2021/257137                                                                                                                          17/09/2020 

Name: Ken Jonathan Pais

                                                 

Sub: Offer Of Intent

Dear  Ken 

Greeting from L&T Technology Services Ltd.!

We are pleased to make you this offer of intent for the position of Associate Engineer (LTTS - 2).  We trust that this
opportunity finds you mutually excited about your new employment with L&T Technology Services (hereinafter referred
as “Company”). We reiterate that you have made the right decision and we are certain that you will have a great career
with us!

Upon your acceptance of this Offer of Intent and subject to you meeting all the applicable requirements under this Offer
of Intent, we shall share a detailed Appointment Letter, which will outline the specific employment terms and conditions.
Please note this Offer of Intent is not an offer or offer of employment or a legally binding contract of employment.

The content of this Offer of Intent are strictly between you and the Company. Please treat this Offer of Intent and the
contents here as personal and confidential.

This Offer of Intent is valid subject to you

Having secured more than 60% in SSC / X and HSC / XII std (10th and 12th).a.
Having secured 60% aggregate in Engineering Graduationb.
Passing the final year examination of Graduation in the first attempt.c.
No drop in any semester/ year throughout the coursed.
Completing the mandatory pre-onboarding training at the prescribed level of competencee.
Submitting a Service Agreement, agreeing to serve the company for a period of 2 years from the date off.
commencement of training.
Found medically fit by the Company authorized doctors.g.
The company reserves the right to verify your documents and background through the internal or externalh.
agencies. These may include your current/pervious employment history, education/professional credentials and
other background checks. If any discrepancy with regard to documentation is discovered after you have joined the
company, you are lilable to be terminated, apart from legal action initiated against you.
Submitting all necessary documents at the time of joiningi.
Completing the post-onboarding classroom/ on the job training to prescribed threshold levelsj.

If any information provided by you during the selection process is found to be incorrect and / or false, the Company
reserves the right to revoke this Offer of Intent without any notice.
This Offer of Intent is also contingent upon us working together to determine an appropriate start date for your
employment.

Post onboarding you will further undergo, mandatory additional class room and on the job trainings during your first year
at LTTS. The date of commencement of training and venue for reporting will be intimated to you at a later date. You will
be continuously assessed during your 1 year training period and If you do not complete the class room / on the job
training to prescribed threshold levels, then you may be released from the company services, as per company policy.

During the period of training, your stipend will be INR 4,00,020/- per annum

On successful completion of training, you can be posted / transferred to any of our SEZ / STPI sites across India. Your
employment will be governed by the rules, regulations and policies of the company.

 

 

 
       Registered Office: L&T House, N.M. Marg, Ballard Estate Mumbai - 400001, INDIA                                                                   CIN : L72900MH2012PLC232169
 
       L&T Technology Services Limited is a subsidiary of Larsen & Toubro Limited
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Sahaj Software Solutions Pvt. Ltd.,
No.365, Sulochana Building, 3rd Floor,

1st Cross Road, Koramangala 3rd Block,
Bengaluru, KA 560034

T- +91-80-6158 0030, 1
CIN: U72200KA2014PTC074468

Sahaj Software Solutions Pvt. Ltd., 
Type 2/15 Dr.V.S.I Estate, 

Rajiv Gandhi Salai, Thiruvanmiyur, 
Chennai, TN 600041
T-+91-44-6623 0430

Sahaj Software Solutions Pvt. Ltd., 
Nyati Tech Park, 301 A, 

3rd Floor, Wing A, Digambar Nagar, 
Wadgaon Sheri, Pune, MH 411004

T-+91-20-6710 9666

Date: 24-December-2020 

To, 

Pradyumna Rahul K, 
#114 Rahul Nivas, 6th Cross Gayathri Extn, 
Basavanapura Main Road, K.R.Puram Bangalore, KA - 560036  

Dear Pradyumna, 

We are pleased to extend an internship offer to you at Sahaj Software Solutions for a period of Five (5) 
months, tentatively from Feb-2021 to Jun-2021 (Internship period). 

During the internship period, you will be asked to work on various project so as to provide you a wide 
perspective on Software development life cycle and experience with different technologies 

We are pleased to offer you a monthly stipend of Rs.30,000 during the above mentioned internship period. 

Sincerely, 

  `  

Rohit Maurya 
(Partner, Sahaj Software Solutions Pvt Ltd.)

Page 1



 

 

 

 

Bazaarvoice Technology India Pvt. Ltd. 

Registered office: No.145, 1s t  Floor, Tower D 

RMZ Infinity, Municipal No. 3, Old Madras Rd. 

Bangalore – 560 016, Karnataka, India 

CIN: U72900KA2019FTC126571 

Tel: +91 99720 88322 

Email: srini.basava@bazaarvoice.com 

6 July 2021 

Varshini Srinivasan 
 
Employee ID: 108545 
 
SUB: INTERNSHIP COMPLETION CERTIFICATE 
 
To Whomsoever It May Concern 
 
This is to certify that Varshini Srinivasan a student of BMS College of Engineering(1BM171IS102) has 
completed her internship program with at Bazaarvoice India, Bangalore, from 1 February 2021  to 30 June 
2021. 
 
She has worked on a project titled ‘Kubernetes Bosun Migration’.  
 
During the tenure with us, we found Varshini Srinivasan sincere and result oriented. 
 
We wish her all the best for her future endevours. 
 
Thankyou, 
For Bazaarvoice Technology India Private Limited 
 
 
 
MEKHA CM 
HUMAN RESOURCE GENRALIST – INDIA 
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